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Abstract
This study examines the differences between manual and autonomous control of search and rescue robots in a simulated natural disaster area. Participants manually navigated a robot while searching for victims. Correct identifications, misses, and false identifications were counted, and the participants’ situational awareness was measured using the Situational Awareness Rating Technique (SART) and the NASA Task Load Index (NASA-TLX). The average SART score was 468, and the average TLX score was 338. During data analysis, participants fell into either a driver group or a scanner group. The driver group covered significantly more distance than the scanner group, p = 0.002, and correctly identified an average of 3.0 victims. Scanners covered significantly less distance had identified an average of 2.25 victims.

Introduction
Since their first recorded use in the World Trade Center disaster in 2001, search and rescue robots have increasingly been used in search and rescue operations when the situation is not conducive to safe human exploration (Murphy 2004). Areas with voids or dangerous environmental hazards require the use of robots in place of humans (Murphy 2004; Casper & Murphy 2002). In these cases, robots are sent in to act as the remote eyes of the rescuers, navigating the area while an operator controls them from a stationary location outside of the disaster area (Ruangpayoongsak et al. 2005). Current search and rescue robots typically use manual, tele-operation (Casper & Murphy 2002) where the operator’s input is translated directly into the robot’s motion.  Algorithms have been developed to provide robots with autonomous, navigational path planning which is meant to alleviate the cognitive burden of navigating an unknown environment while simultaneously searching for rescue targets (Goodrich et al. 2001; Crandall & Goodrich 2002). By eliminating the navigational component of the task, operators can spend more time focusing on searching for victims and developing a situational awareness of the environment.

Robot Capabilities
While the use of robots eliminates many of the dangers for humans in search and rescue, it poses new challenges. The robots used in search and rescue are typically limited in the abilities of their on-board sensors. Most are equipped with a video camera that provides a narrow view of the environment which is profoundly restrictive compared to the abilities of the human eye (Casper & Murphy 2002). Incorrect camera placement or low image quality can impair the situational awareness of the rescuer, leading to mistakes in robot operation (Hughes & Lewis 2004).

Situational Awareness
The use of robots in the field places an additional strain on the operator’s situational awareness. This awareness is needed for the operator to establish their surroundings, understand current information, and apply this information in planning for future events (Endsley, 1988). Previous work has established that 76% of situation awareness errors are due to perceptual problems (Jones & Endsley, 1996).  In one study, robot operators spent 54% of their time attempting to establish information about the state of the robot, the environment, and the robot’s location within the environment (Burke 2004), while in another, operators spent 29.8% of their time trying to determine where the robot was (Yanco & Drury, 2002).

Automated Path Planning
Search and rescue is a time-sensitive task, therefore it is important that the path a robot takes be efficient, predictable, and reliable enough for a robot to complete its mission in a potentially dangerous area. Current path finding algorithms are often successful at finding targets in simple environments, but fail to find them as the search area becomes more complex (Worrall, 2008). Algorithms that are commonly used by human teams in search and rescue, such as right- or left-wall-following (Casper & Murphy, 2002) may be more effective in navigating in an unknown environment. Other high area coverage algorithms such as lawnmower or center room may also be more efficient in search and rescue then manual operation. Ideally, a robot should navigate in a way that allows a single operator to focus their attention on developing a robust situational awareness of the environment, its hazards, and potential targets (Ruangpayoongsak et al. 2005).

Simulated Environment
	Test courses need to maintain the challenges of a disaster area while remaining controlled and easily replicated. The National Institute of Standards and Technology (NIST) provides a system of standardizing natural disaster simulants (Kleiner et al. 2006; Lewis et al., 2003; Kitano et al., 1999; Jacoff et al. 2003; Jacoff et al. 2000). Commonly used in the RoboCup competition, three levels of increasing complexity are provided (Jacoff et al. 2003; Jacoff et al. 2000). Yellow, the simplest form, has very few mobility challenges, focusing instead on testing sensors on board search robots. These challenges are mostly created through a variety of wall materials: light reflective and absorbing material, as well as the use of clear Plexiglas. Implementation of dim to dark lighting along with the hidden victims create additional difficulties (Jacoff et al. 2000). Orange-level arenas add different flooring materials, narrow passageways, and new hazards like holes and debris (Jacoff et al. 2000).

Related and Previous Work	
While research has been conducted into the benefits of direct, autonomous, and semi-autonomous control of tele-operated robots (Chien et al. 2010; Worrall, 2008; Hughes & Lewis, 2004; Ruangpayoongsak et al., 2005; Goodrich et al. 2001; Lewis et al. 2003; Wang et al. 2009; Casper & Murphy, 2002; Kitano et al. 1999), most studies have been limited to virtual simulations that do not take into account the unpredictability, variability, and complexity of real-world search and rescue scenarios. Studies that did test rescue robotics in real-world scenarios did not attempt to compare how task performance and situational awareness would be changed by autonomous versus manual control. While some studies did examine how situation awareness is impacted by the use of robots, these were restricted to integrating robots into existing search and rescue operations and focused on the situation awareness of the team, not the individual operator (Burke, 2004; Casper & Murphy, 2002). 




Hypothesis	
Due to the mandatory involvement of humans in search and rescue, a key problem is determining the differences between how humans and robots search an environment, and how these differences influence the operator’s ability to locate victims (Chien et al. 2010). We plan to compare the situation awareness and performance of robot operators in three different operation scenarios: manual operation and autonomous robots following two different algorithms.  This will be conducted in a simulated, real world disaster scenario.
We believe that automated, path planning, search and rescue robots will increase performance and situational awareness in an urban search and rescue robot operator because the autonomous navigation will alleviate the cognitive workload of operators.

Methods
Design 
This study was conducted to compare autonomous robot control to direct human control during an urban search and rescue.  This study was divided into two parts. In part one, participants were given direct control of the robot. In part two, participants watched video of the same robot automatically following two effective, path planning algorithms. 

Equipment
The simulated disaster area was constructed by hand with various sized four foot tall particle boards. National Institute of Standards and Technology (NIST), which are representative of buildings in various stages of collapse, were used to design the arena. The NIST defines three arenas with levels of difficulty: yellow is the simplest, orange is harder, and red is the most difficult (Jacoff et al. 2003). For this simulation, the disaster area was a combination of both yellow and orange, with objects on the floor, narrow passageways, and wall materials such as Plexiglas.
A programmable RC robot, the Spy Video TRAKR, was used as the search and rescue robot. While the TRAKR came equipped with its own camera, the video quality was not desirable because it did not allow targets to be easily observed. Consequently, an EZ-Robot wireless camera with a USB dongle was attached to the TRAKR and used in its camera’s place. Video was streamed at a resolution of 160 pixels by 240 pixels and 25 frames per second and recorded through Debut Video Capture software. During each experiment, the robot’s movements throughout the maze were recorded using eight security cameras.
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         Figure 1. Spy TRAKR robot with attached               Figure 2. NIST Yellow and Orange Standards:
EZ-Robot wireless camera                                      objects on the floor and Plexiglas
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Figure 3. An overhead view of the 32’ x 16’ maze with four foot tall walls.

Materials
Subjective ratings were used in this study to measure situational awareness and mental workload.  The Situational Awareness Rating Technique (SART) (Taylor, 1990) was used to measure each participant’s situational awareness after watching the video stream. After administering the SART, participants were then given the NASA Task Load Index (TLX) (Hart & Staveland, 1988) to measure mental workload. Both surveys were rated on a ten point increment scale ranging from 100 (Very High) to 0 (Very Low).

Simulated Victims
The objective for the operator and the robot entering the disaster area was to locate simulated victims. In our study, there were five victims positioned throughout the disaster area. Each simulated victim was a clothed toy baby doll, with no signs of life. Because we chose not to emit the victim’s state through motion, sound, or breathing, it was implied that the victims were indeed alive and conscious, and merely needed rescuing. 
A greater part of the victims were placed in open space so that they were easily visible for the operator. As well as victims, piles of clothes and toys were positioned around the disaster area. These items, deemed as distractors, had a probability of being mistakenly identified as a victim if the operator did not examine them closely. 
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Figures 4 and 5. Three of five victims’ locations throughout the maze.
Participants
Sixty participants enrolled at Iowa State University participated in both parts of the experiment. A total of fifteen participants, ten females and five males, have been tested in part one of this study. Participants had an average age of 27. All participants were inexperienced with operation of the Spy TRAKR. One hundred percent reported prior use of video games. Seventy-five percent reported prior control of a robot. Forty participants were tested in part two, twenty for each algorithm. 

Procedure
All participants were read a script informing them that there were an unknown number of children deserted in a daycare. The task given was to operate a robot through a building considered unsafe for human entry. Participants were instructed to locate victims through a live video stream. Each participant was first trained to use all necessary, operating equipment. Each task was completed individually as participants navigated the robot through the simulated disaster area using a joystick while simultaneously receiving live feedback. As the live feed was watched, participants verbally identified where they thought victims were positioned. At the completion of the search, participants were given the SART and NASA-TLX. Next, they were given a floor-plan map of the simulated disaster area and asked to mark the locations of identified victims. 
The scenario for part two of this study will be the same as part one: all participants will be read a script informing them that there are an unknown number of children deserted in a daycare. However, participants in part two will not be given any training, they will only receive autonomous video stream to watch. Participants will be separated into two groups. Group A will watch a previously recorded stream of the robot following the center room algorithm.  In Group B, participants watched a previously recorded stream of the robot using the right-wall-following algorithm. Identical to part one, participants will be asked to verbally and then physically identified victims on a map. The SART and NASA-TLX surveys were also administered in part two. 

Results
	In the direct control condition, fifteen participants were tested. All participants found at least one target (M = 2.6, SD = 0.8281), though no participant found all five. Targets not identified were marked as misses (M = 2.4, SD = 0.8281). False identifications were also common (M = 1.8, SD = 1.521), but were not strongly correlated with either hits (R^2 = -0.011) or misses (R^2 = 0.011). The number of false identifications were not significantly different from the number of hits, p = 0.0845, t = 1.7889. Five participants had at least three false identification errors (Figure 6).
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	Two styles of searching emerged: drivers and searchers. The seven drivers covered significantly more distance (M = 2112.86, SD = 333.72) than the eight scanners (M = 1469.13, SD = 280.57), p = 0.002; One participant (M10) exhibited traits of both a driver and scanner, but was coded as a scanner due to their lower distance coverage. Drivers had slightly more correct identifications (M = 3.0, SD = 0.756) than scanners (M = 2.25, SD = 0.661), a marginally significant result, p = 0.079. Drivers and scanners were not significantly different on false identifications (p = 0.490), SART (p = 0.282), or NASA-TLX (p = 0.243) scores.
	Participants often struggled in the same areas. Almost all participants ran into at least one transparent Plexiglas panel (Figure 2); frequently, they would drive into it several times before realizing they were unable to move through it. Many participants were unable to correctly place targets on the map of the area (Figure 7). Guessing was common, and many participants seemed to confuse the locations of the cubicles. 
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Figure 7. Map of the search area. Green dots indicate that a participant believed a target was present in that location, and larger dots mean several participants marked the same spot on the map.

Conclusion
	Robots will continue to be a vital technology in search and rescue. However, there are still problems that need to be solved in order to make them effective additions to existing search and rescue teams. Our preliminary results are promising, suggesting that in urban search and rescue environment, manual control coupled with a search task is challenging. By themselves, these results do not allow conclusions to be drawn. The future data from the autonomous control tasks will allow us to make comparisons between different control methods.
	The continuation of this study will involve more participants and will implement the autonomous control portion. In the near future, we will perform a continuation of this study with more participants, part two, that implements the autonomous control portion.  We plan to determine how these participants will perform in USAR using an autonomous robot compared to direct human control. We hope to prove that autonomous robots are more ideal for urban search and rescue rather than direct human control. We believe that an algorithm will be more effective and cover more areas, while simultaneously taking away cognitive overload and confusion from operators during search and rescue.
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